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Timeline 
Life of an International Student 



From Shallow Medicine to Deep Medicine 

“The top ten highest-grossing drugs in the 
United States help between 1 in 25 and 1 in 4 
of the people who take them.” 
Schork, Nicholas J. "Personalized medicine: time for one-person 
trials." Nature 520.7549 (2015): 609-611. 

“Some drugs are completely ineffective or 
become deadly because of subtle differences 
in how our bodies function.” BBC News, 29 
March 2022.
Source: https://www.bbc.com/news/health-60903839

https://www.bbc.com/news/health-60903839


From Shallow Medicine to Deep Medicine (cont’d)

“It is more important to know 
what sort of person has a 
disease than to know what sort of 
disease a person has” 

~ Hippocrates, a Greek physician, 
2500 years ago



A Tsunami of Data is Approaching the Healthcare Industry

At Stanford Center for Genomics and 
Personalized Medicine (SCGPM), we have 

collected over 2 PB of Data around 
Dr. Michael Snyder 

Cost of Standard Storage Per Month for 1PB 
(pay-as-you-go) as of March 2022

GCP $20000 US West1 

Azure $19100 US West

AWS $21000 US West (Oregon) Source: https://www.usenix.org/conference/atc19/presentation/turakhia



                              Security & Privacy
                                   Protect both data and analytical processes
                                           from any malicious activities

                               Interoperability
                                    Ability to run analytical pipelines and
                               process/move data across multiple platform
                                       (e.g., wearables, cloud provides)

                                   Scalability
                                        Ability of a system to adapt to and 
                               accommodate an increased bioinformatics 
                                     workload, and recruiting millions of 
                                                     participants (UI/UX) 
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The Gap 

How am I going 
to scale my 

gene model?

How can I test 
my scalable 

system with a 
real-world 

application?

Topol, Eric J. "Individualized medicine from prewombto tomb." Cell 157.1 (2014): 241-253.Computer Scientists/Engineers 
Biologists/Physicians



Problem #1: Team Formation in Schools of Medicine

Systems’ Security 



Problem #2: Global Governance
Maintain Dynamic Equilibrium b/w Domain Autonomy and Global Governance

Systems’ Security 

University IT
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Wearables can track many things

 Heart Rate, Heart Rate Variability, Blood Oxygen Level, Sleep, Skin 
Temperature, Steps, Respiration Rate, etc.

Fitbit Charge Fitbit Ionic Apple Watch Garmin

Empatica E4Motiv Ring Oura RingBiostrapDexcom G6

SensOmics



Flight Study: SpO2

* Digital Health: Tracking Physiomes and Activity Using Wearable 
Biosensors Reveals Useful Health-Related Information (PLOS 
BIOLOGY 2017)

Wu, Paul, et al. "Fuzzy multi-objective mission flight planning in unmanned aerial systems." 2007 IEEE 
Symposium on Computational Intelligence in Multi-Criteria Decision-Making. IEEE, 2007.

Source:https://www.koaa.com/news/covering-colorado
/oxygen-and-altitude-why-do-you-get-so-winded-when
-you-climb

“The current FAA 
regulations for limiting 

cabin pressures to 
8,000-feet equivalent 

altitudes allow for mildly 
hypoxic conditions.”

Source:https://www.faa.gov/data_research/research/m
ed_humanfacs/cer/media/HealthEffectsVulnerablePas
sengers.pdf



Wearables Data <> Infectious Disease 
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Infectious Diseases

* Digital Health: Tracking Physiomes and Activity Using Wearable Biosensors Reveals Useful 
Health-Related Information (PLOS BIOLOGY 2017)

2017

Need: Wearable Data 
Acquisition at Scale

  



Personal Health Dashboard (PHD)

Nature Communications 2021



PHD Overview



PHD Case Study 1: COVID-19 

[ Nature Biomedical Engineering 2021]



PHD Case Study 1: COVID-19

2017

Need: Wearable Data 
Acquisition at Scale

  

2020

Need: Retrospective COVID-19 
Detection Algorithms + Data 
Collection Platform

  

● 5 months

● 30+ COVID-19 patients 

● 5300+ MyPHD users

● Algorithm successfully detects COVID-19 up to 10 
days and a median of 4 days before first reported 
symptom. 

MyPHD Phase 1

* Pre-symptomatic detection of COVID-19 from smartwatch data 
(NATURE BIOMEDICAL ENG 2020)



PHD: Secure Data Collection and Analysis at Scale

2017

Need: Wearable Data 
Acquisition at Scale

  

2021

Need: Secure Data Collection 
and Analysis at Scale
MyPHD 

  

2020

Need: Retrospective COVID-19 
Detection Algorithms + Data 
Collection Platform

  



PHD COVID-19 Alert System

[ Nature Medicine 2022 ]



Real-time Infectious Disease Alerting 

2021

Need: First Real-time 
Alert System 

  

2017

Need: Wearable Data 
Acquisition at Scale

  

2021

Need: Secure Data Collection 
and Analysis at Scale
MyPHD 

  

2020

Need: Retrospective COVID-19 
Detection Algorithms + Data 
Collection Platform

  

80%



Alert State Machine

NightSignal Anomaly detection 
(EllipticEnvelope)

CuSum Statistical 
Algorithm

Sensitivity 80% 69% 72%

Specificity 87.8% 87.6% 82.1%

Complexity LightWeight Heavy Heavy

Sensitive to resolution No Yes Yes

COVID-19 Phase 2: Technological Advancements

Machine Learning Cluster
it scales any AI/ML algorithms for 

wearable/multi-omics datasets on the cloud

Lightweight Algorithm  
NightSignal can be executed on the phone 

Low cost & useful for countries/places w/ slow 
Internet speeds



MyPHD Supports Multiple Research Studies

COVID-19
Wearable Study

Penn/CHOP
Transplant 

Study

Stress and 
Resilience 

Study

Aviation
Study

Crohn’s 
Exposome Study

Fiber 
Cognition Study

Crash
Course Study

Personalized 
Baseline

Study

Autism 
Study

iPOP 
Study
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Timeline 
Collaboration

John C. Maxwell: 
“Collaboration is multiplication.”



$25,000

$250

100X

1. Excessive Cost1.  
2. If your implementation only works for B747, then 

you are restricted to only special runways

Problem #3: Understand the behaviour of our solution! 
Think about scalability at an early stage



Hummingbird: Efficient 
Performance Prediction 

[ Bioinformatics 2021 ]

https://www.weforum.org/agenda/2020/11/formula-one-f1-innovation
-ventilators-fridges/



For a computational pipeline, 
what machine type is the: 
1) Cheapest
2) Fastest
3) Cost-efficient   

Optimizing Computation and Storage
  BIOINFORMATICIANS



This is the 
problem we’re 
solving...

What do I choose?

● Machine Configuration is complex 
(CPU, Memory, I/O)

● Even highly trained informaticians 
cannot optimize their configurations 
adequately 

Optimizing Computation and Storage (cont’d)



Sujaya 

Srinivasan

Goutam 

Nistala

Paul 

Saxman

Hummingbird – a tool for effective prediction of performance and costs of genomics 
workloads on AWS - 2022



Problem #4:Centralized Databases 
Interoperability and Federated Computing

Source: Public cloud market share statistics in 2022 by 
Enterprise Engineering Solutions, Inc. (EES)



Swarm: A Federated Cloud Framework

[ PLOS Computational Biology 2021 ]



Data Redundancy: 4x Storage Fees

Data Movement: $100K egress fee (per 1PB)



● Minimal data motion
● Reduction of costs, delays, and security and 

privacy risks.
● Applications:

○ Searching for particular genes or variants 
○ Annotating large VCF tables
○ Allele frequency discrepancies between 

subject populations

Swarm: Federated computation promoting 
minimal data motion and facilitates 
crosstalk between genomic datasets stored 
on various cloud platforms

Swarm Overview



Average execution time and amount of data processed 
for computing allele frequency for an input set of rsIDs 
in Google BigQuery, Amazon Athena, Apache Presto 

● Minimize data motion: 500GB vs. 4KB 
● Facilitates model training without the need of sharing raw data, 

and therefore strengthens privacy protection.
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Timeline 
Serendipity: Meeting Late Prof. James L. Morrison



Precision Medicine and Education

Stanford Data Ocean (SDO)



Educating a New Generation of 
Computer Scientists and 
Biologists 

Summer Internship 2018

Summer Internship 2019

Summer Internship 2020



Access counts - The number of times an article has 
been accessed on SpringerOpen or BioMed Central

Steps:
1) Download datasets

-) Large datasets?
2) Configuring the computing 

environments
-) Download the code
-) Install dependencies 
-) Configure input 
parameters/environmental 
variables
-) Computing capabilities (e.g., 
GPU)? 

Stanford Data Ocean (SDO)



Code and Data Availability  
Code and data for the algorithm used in this manuscript are available at 
(https://dataocean.stanford.edu/wearables/mishra-naturebioen-20). 

1-click

Stanford Data Ocean (SDO) (cont’d) 

https://dataocean.stanford.edu/


Stanford Data Ocean (SDO): Bioinformatics

EARLY ACCESS



→ what did we achieve out of internship… JUST COVER 1 OF THE STORIES
1. MyPHD → Arash (security Background) → project he picked up on → security 

workshop (DRA invitation) → 1st author on Nat. Med. Paper
2. Next → educational module for Security → in Ocean 

<<speaking points → Amir and I talk about our relationship>> 

2020

● Helped Scaling the COVID-19 Study on MyPHD Apps (Nature Biomedical Engineering )
● Presented at the CyberSecurity Festival 

2021

● MyPHD Paper (Nature Communications)
● Real-time Alert System (Nature Medicine)

Summer 
2018

Personal Health Dashboard

● Started Working on the Security and Privacy 
Concerns of MyPHD Apps 

2019

● Finished PhD in Computer Science
● Joined Stanford as a Full-time Employee

Internship + Course Impact

https://docs.google.com/file/d/1OK3cruGLyDTkP3xLsyz-tvU97S-XMuiC/preview


Stanford Deep Data Research Center (deepdata.stanford.edu)

Visit our website and learn 
about our projects! We are  

always looking for 
collaborators! 
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Stanford Deep Data Research Center (deepdata.stanford.edu)

Deep Data 
Research Center 

MyPHD Platform SDO Platform

Swarm PHD Alert
COVID-19 
Phase 2

HummingbirdCOVID19
Phase 1





Metabolism: Conversion of food/fuel to 
energy to run cellular processes

Metabolomics is more time 
sensitive than other “omics”

Find the effective resolution+window



Applications can be grouped into two broad classes:

Latency-sensitive vs. Throughput-oriented 

Latency-sensitive workload 
(User-facing front-end applications) 

A job might require a latency of 100 
seconds for uploading daily heart-rate data

Throughput-oriented workload 
(Internal batch analytics frameworks) 

A batch job might require a throughput of 
10000 genomes per day


